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• Syntactic pre-ordering uses a supervised parser to predict structure

• This talk: Unsupervised approach to predicting sentence structure
 Pipeline of reordering-focused prediction problems
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End-to-End Translation Experiments

20

• Translation model trained on ~700 million tokens of parallel text

• Primarily extracted from the web (Uszkoreit et al., Coling 2010)

• Alignments: 2 iterations IBM Model 1; 2 iterations HMM-based model

• Tune and test: 3100 and 1000 sentences sampled from the web



Results: End-to-End Translation
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